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Does the smple linear correlation coefficient, typically symbolized by r or rxy, have meaning that is
mathematically rigorous? In other words, what does it mean when oner valueistwice aslarge as
another? Does it mean “twice as much correlation?” Does r measure or quantify the “strength” of
correlation? Can any of the definitions or formulas for the correlation coefficient help answer these
guestions?

Correlation Coefficient

Mathematical correlation and the ssmple linear correlation coefficient became important parts of
statistical method after their discovery in 1888 by Francis Galton (Walker, 1929). He defined them by
saying that “two variable organs are said to be co-related when the variation of the one is accompanied
on the average by more or less variation of the other” (Galton, 1888, p. 135); he provided no
mathematically rigorous meaning (in the sense provided in the introduction) for what he called his
“index of co-relation” (p. 143), which he symbolized by r, other than to say that it “measures the
closeness of co-relation” (p. 145). Asearly as 1892, r came to be called the “ coefficient of correlation”
(Edgeworth, 1892, p. 191) and was then viewed (incorrectly) as a“proportion” (Edgeworth, 1893, p.
674).

The following is a chronological list of examples of definitions that have been given for r since
Galton’ stime; none of these definitions help answer the questions posed previously:

= “r measures the correspondence between deviations from their means of the two series of
observations’ (Bowley, 1901, p. 320),

= “[r isthe] amount of dependence one variable has upon another” (Baten, 1938, p. 170),

= “[r isthe] degree of association between two variables’ (Duncan, 1986, p. 820),

= “[risthe] extent to which the scattergraph of the relationship between two variablesfits a
straight line” (Miles & Shevlin, 2001, p. 20), and

= “[r] measuresthe strength ... of the linear relationship between two variables’ (Bluman, 2015, p.
543).
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Formulasfor the Correlation Coefficient

There are many strikingly different looking but mathematically identical formulas for the correlation
coefficient (Symonds, 1926; Rogers & Nicewander, 1988). Although some of them are useful for
introducing novice students to the general concept of correlation (Zorich, 2017), none of them help
answer the questionsinitially posed. The following is a sampling of such formulas.

In 1896, the first “basic formulafor estimating the correlation coefficient had finally been presented”
(Stigler, 1986, p. 343); its presenter was Karl Pearson. That is why the correlation coefficient has most
often been defined as“ Pearson’sr”:

covariance of X,Y

Formulal: Pearson'sr = )
\/(variance of X)(variance of Y)

Formulas 2, 3, and 4 have aso been used to define the correlation coefficient. For example, Formula
2 was used by Yulein 1910 (p. 538), Formula 3 by Ezekidl in 1930 (p. 118), and Formula 4 by Dixon
and Massey in 1969 (p. 203). The meanings of symbols used in these formulas are:

= theslope of the linear regression of Y on X,
= thedope of thelinear regression of Xon'Y,
= standard deviation of the X values,
= standard deviation of the Y values,
S. = thestandard deviation of the values derived from the linear regression equation at each X
valueinan X, Y dataset (i.e., Y, =a+bX), and
r (in Formulas 2 and 3) takes its sign from the slopes of the linear regressions.

Formula2: r=./ob,
Se

Formula3: r =

Formula4: r = bl(%j

Based upon Formula 3, it is tempting to describe the correlation coefficient as the proportion of the
total variation (measured in units of standard deviation) that can be explained by the linear dependence
of Yon X. Infact, that is exactly how it was described in what may have been the first book ever
published solely on correlation: “[Formula 3] is then a measure of ... the amount of correlation.... The
[correlation] coefficient is sSimply a measure of how large the variation in the estimated valuesis, in
proportion to the variation in the original values’ (Ezekiel, 1930, pp. 118-119). Ezekiel eventually
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realized that it is mathematically invalid to consider aratio of standard deviations to be a proportion, as
evidenced by the fact that the third edition of his book defined “the proportion of variationin Y
accounted for by X" (Ezekiel & Fox, 1959, p. 127) as aratio of variances (rather than standard
deviations), and stated that the “ square root of this proportion [rather than the proportion itself] ... is
termed the coefficient of correlation” (p. 127).

No formula and/or definition for r itself has ever been used to provide a mathematically rigorous
explanation of what it means when oner valueistwice that of another. Even lengthy philosophica and
technical discussionsfailed in thisregard (e.g., 27 pagesin Pearson (1911, pp. 152-178), and 115 pages
inYule (1912, pp. 157-253, 317-334)). Asis generally well known, the only way to provide such an
explanation isto transform each r value into its respective coefficient of determination.

Coefficient of Determination

The coefficient of determination has been symbolized in various sources by r?, rs,, R?, or RS, . It
equals the square of the correlation coefficient and is therefore commonly referred to as “ R-squared.”
The earliest known referenceto it is from Wright (1921): “ Another coefficient which it will be
convenient to use, the coefficient of determination [emphasis added] of X by A, ... measures the fraction
[emphasis added] of complete determination for which factor A isdirectly responsible” (p. 562).
Almost every textbook that discusses r?® describesit as a better statistic than r for quantifying the
explainable proportion of variation inthe Y valuesin an X, Y data set. The following chronological list
contains examples of definitions that have been given for r? since Wright'stime; they are
mathematically rigorous because of their valid use of the words per centage and proportion:
= “[r?] may be said to measure the per cent [sic] to which the variancein Y is determined by X,
since it measures that proportion of all the elements of variancein Y which are also present in X.”
(Ezekie, 1930, p. 120);
= “[r? isthe] proportion of the variance of Y that can be attributed to its linear regression on X”
(Snedecor & Cochran, 1967, p. 176);
= “[r? isthe] percentage of the total variation in Y which can be attributed to the linear
relationship with X" (Bohrnstedt & Knoke, 1988, p. 270); and
= “[r? isthe] proportion of the variability in Y ... predicted by the relationship with X* (Gravetter
& Wallnau, 2000, p. 565).

Formulasfor the Coefficient of Deter mination

The sgquare of any of the formulas for the correlation coefficient could be used to calculate the
coefficient of determination. For example, using Formula 3, we can derive
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Formula5: r? :ize:\ﬁzw

&2 VY VY

where V,,, is defined by Formula 6, and V,,, is derived viaFormula 7.

(Y-Y)
(n-1)
Formula7: V, =V, +V,,

Formula6: Vi, =)

In Formula 7, the total variation of Y is broken down arithmetically into two components, one of
which (V) represents the variation due to the linear relationship between X and Y, and the other of

which (V) represents the remainder of the variation (variation that is unexplained by, or is not dueto,
alinear relationship between X and Y). Thus, these formulas help provide a mathematically rigorous
meaning for r?, namely that it is a decimal fraction between 0 and 1, afraction whose numerator is the
amount of Y variation caused by the linear regression dependence of Y on X (as measured by V.,), and
whose denominator isthe total variation of Y (as measured by V, ). Therefore, alinear coefficient of

determination whose value is exactly twice that of another means that exactly twice as much of the
variation in Y isdueto itslinear correlation with X. If we apply the mathematical rigor of the previous
exampleto the correlation coefficient, it will not be valid. Thisis emphasized in the warnings which
follow.

Warnings

The following chronological list contains examples of warnings given about r since 1921

=  “For many purposesit is enough to look on it [the correlation coefficient] as giving an arbitrary
scale [emphasis added] between +1 for perfect positive correlation, 0 for no correlation, and —1
for perfect negative correlation” (Wright, 1921, p. 558);

= “A person who has no knowledge of statistics might easily be led to the erroneous [emphasis
added] ideathat acorrelation of r = 0.80 is‘twiceisgood’ as acorrelation of r = 0.40, or that a
correlation of r = 0.75is ‘three times as good’ or ‘three times as strong’ as a correlation of
r =0.25" (Freund, 1960, p. 333);

= “The correlation coefficient r is not a proportion and one cannot talk about one correlation
coefficient being twice another, nor about one correlation coefficient being 0.2 more than
another; its scale must be regarded as ordinal [emphasis added]” (Selkirk, 1981, p. 17); and

= “Whilea[correlation coefficient] value of 0.00 indicates no linear relationship and avalue of
+1.00 indicates a perfect linear relationship, values between these extremes have no direct
interpretation [emphasis added]” (Healey, 1984, p. 267).
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History

The practice of reporting correlation asr rather than r? originated with Galton’s biological report in
1888. Unfortunately, those who first applied correlation to other fields continued that practice.

Most prominent among such people was Karl Pearson, who from “the mid-1890s to the First World
War ... dominated statistical theory in Britain” (MacKenzie, 1981, p. 10). In Pearson’s 1896 article that

introduced the formulafor Pearson’sr, he repeatedly compared r values (not r? values) from different
data sets, thereby giving the reader the erroneous impression that magnitudes of r values can be
compared directly (i.e., without first converting them into r? values). Therest of his early statistical
papers in which correlation figured prominently were similarly r rather than r? focused (E. S. Pearson,
1956).

Another early major contributor in thisfield was R. A. Fisher. “His books—notably the many
editions of Satistical Methods for Research Workers ... have become classics’ (MacKenzie, 1981, p.
183).

In the 1925 first edition of that book, in the 38-page chapter entitled “The Correlation Coefficient,”
Fisher explains the meaning of the coefficient of determination; but he does so in only one sentence. In

it, p refers to the population correlation coefficient and p? to the population coefficient of

determination: “Of the total variance of y[,] the fraction (1— pz) isindependent of x, while the

remaining fraction, p?, isdetermined by, or calculable from, the value of x” (Fisher, 1925, p. 145). In
the 1958 thirteenth and final edition of the same-titled book, he included that same one sentence (Fisher,
1958, p. 182).

That sentence was not intended by Fisher to urge the reader to use r? (i.e., the sample statistic
corresponding to p?) rather than r as a measure of correlation strength, as evidenced by the fact that in
neither the first nor thirteenth edition of his book was there any subsequent discussion or even mention
of the meaning or interpretation of r* or p?. Instead, he focused on r, the correlation coefficient; he

thereby led many of his readers to erroneously conclude that magnitudes of correlation coefficients can
be compared to each other on alinear scale (“on a conventional scale,” as he described it (Fisher, 1925,
pp. 153-154; 1958, p. 190).

Practical Usesfor the Correation Coefficient

There are some practical applications for which the correlation coefficient is more appropriate than the
coefficient of determination. For example:

» Inthe Financeindustry, “beta’ isameasure of an investment’ s volatility versus a benchmark
(such asthe S& P 500). This next formulais a“common expression for beta” (Wikipedia,
2017):
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Formula 10: beta=r [%j where

S, = standard deviation of the daily % return from an investment (e.g., astock) over a

given time period and
S; = standard deviation of the benchmark’s daily % return over that same time period.

» |In Materias Science, one goa of mechanical product design isto ensure that the distribution
of product strengths does not overlap the distribution of anticipated stresses. Statistical
analysis of that overlap requires calculation of the standard deviation of the strength—stress
distribution; the calculation is given by Dovich (1990, p. 58):

Formulall: Sy v = (S ) +(S, ) =21 (So)(S)),

where Sstands for the standard deviation of the indicated variable or difference, X and Y
refer to the strength and stress variables respectively, and r is the correlation coefficient
between X, Y values paired by individual on-test units of product.

Conclusion

Wherever the correlation coefficient might be used as a measure of strength and an indicator of direction
of simple linear correlation, it would be better to use a signed version of the coefficient of determination
(the sign being the same as for the correlation coefficient). It is proposed that such avalue be

symbolized by (R? and be called the “signed-R-squared” or “signed coefficient of determination.” One
formulathat provides both its magnitude and sign, where r is the correlation coefficient, is.
I,3

i

As discussed previoudly, it would be misleading to think of r as a proportion or to giveit adirect
interpretation. Asascale, it isarbitrary and primarily ordinal in nature. Therefore, it would be better if
textbooks and instructors taught measurement of the strength of simple linear correlation only in terms

of (R?, and taught r only in the contexts of correlation history and practical applications.

Formula12: (R® =

v1.01, August 19, 2018, Reasons for Coefficient of Determination, J. Zorich, www.johnzorich.com p.6



References

Baten, W. D. (1938). Elementary mathematical statistics. New Y ork, NY: John Wiley and Sons.

Bluman, A. G. (2015). Elementary statistics: A step by step approach (7th annotated instructor’s ed.).
New York, NY: McGraw-Hill.

Bohrnstedt, G. W., & Knoke, D. (1988). Satistics for social data analysis. Itasca, IL: F. E. Peacock.

Bowley, A. L. Sir. (1901). Elements of statistics. London, UK: P. S. King and Son.

Dixon, W. J., & Massey, F. J., Jr. (1969). Introduction to statistical analysis (3rd. ed.). New York, NY:
McGraw-Hill.

Dovich, R. A. (1990). Reliability statistics. Milwaukee, WI: ASQC Quality Press.

Duncan, A. J. (1986). Quality control and industrial statistics (5th ed.). Homewood, IL: Irwin.

Edgeworth, F. Y. (1892). Correlated averages. Philosophical Magazine, 5(34), 190-204. doi:
10.1080/14786449208620307

Edgeworth, F. Y. (1893). Statistical correlation between socia phenomena. Journal of the Royal
Satistical Society, 56, 670-675.

Ezekiel, M. (1930). Methods of correlation analysis. New York, NY: John Wiley and Sons.

Ezekiel, M., & Fox, K. A. (1959). Methods of correlation and regression analysis: Linear and
curvilinear (3rd ed.). New York, NY: John Wiley and Sons.

Fisher, R. A. Sir. (1925). Satistical methods for research workers. Edinburgh, Scotland: Oliver and
Boyd.

Fisher, R. A. Sir. (1958). Satistical methods for research workers (13th ed., rev.). New Y ork: Hafner.

Freund, J. E. (1960). Modern elementary statistics (2nd ed.). Englewood Cliffs, NJ: Prentice Hall.

Galton, F. (1888). Co-relations and their measurement, chiefly from anthropometric data. Proceedings
of the Royal Society of London, 45, 135-145.

Gravetter, F. J.,, & Wallnau, L. B. (2000). Satistics for the behavioral sciences (5th ed.). Belmont, CA:
Wadsworth.

Healey, J. F. (1984). Satistics: Atool for social research. Belmont, CA: Wadsworth.

MacKenzie, D. A. (1981). Satisticsin Britain, 1865-1930: The social construction of scientific
knowledge. Edinburgh, Scotland: Edinburgh University Press.

Miles, J., & Shevlin, M. (2001). Applying regression and correlation: A guide for students and
researchers. Thousand Oaks, CA: Sage.

Pearson, E. S, (ed.). (1956). Karl Pearson’s early statistical papers. Cambridge, UK: University Press.

Pearson, K. (1896). Mathematical contributions to the theory of evolution. 111. Regression, heredity, and
panmixia. Philosophical Transactions of the Royal Society of London, Series A, 187, 253-318 (note:
page references in the body of this present article areto areprint in Karl Pearson’s Early Satistical
Papers by E. S. Pearson, cited previously). doi: 10.1098/rsta.1896.0007

Pearson, K. (1911). The grammar of science. Part I-Physical. (3rd ed., rev.). London, UK: Adam and
Charles Black.

Rodgers, J. L., & Nicewander, W. A. (1988). Thirteen ways to look at the correlation coefficient. The
American Statistician, 42, 59-66.doi: 10.1080/00031305.1988.10475524

v1.01, August 19, 2018, Reasons for Coefficient of Determination, J. Zorich, www.johnzorich.com p.7



Sdlkirk, K. E. (1981). Rediguide 32: Correlation and regression. Nottingham, UK: Nottingham
University.

Snedecor, G. W., & Cochran, W. G. (1967). Satistical methods (6th ed.). Ames, IA: lowa State
University Press.

Stigler, S. M. (1986). The history of statistics: The measurement of uncertainty before 1900. Cambridge,
MA: Belknap Press.

Symonds, P. M. (1926). Variations of the product-moment (Pearson) coefficient of correlation. Journal
of Educational Psychology, 17, 458-469. doi: 10.1037/h0070082

Walker, H. M. (1929). Sudies in the history of statistical method: With special reference to certain
educational problems. Baltimore, MD: Williams and Wilkins. doi: 10.1037/13379-000

Wikipedia. (2017). Beta (finance) [Webpage]. Retrieved April 12, 2017 from
https://en.wikipedia.org/wiki/Beta (finance)

Wright, S. (1921). Correlation and causation. Journal of Agricultural Research, 20, 557-585.

Yule, G. U. (1910). The applications of the method of correlation to social and economic statistics.
Bulletin de L’ Institut International de Satistique, 18(1), 537-551.

Yule, G. U. (1912). An introduction to the theory of statistics (2nd ed.). London, UK: Charles Griffin.

Zorich, J. (2017). Four formulas for teaching the meaning of the correlation coefficient. MathAMATYC
Educator, 8(3), 4-7.

Attachments: see next page

John N. Zorich received an MS degree in botany from the University of California, Davis, in 1979. He
has worked in medical-device design and manufacturing as an independent statistical consultant and
instructor since 1999. Annually since 2005, he has taught a course in introductory and applied statistics
for the Biotechnology Center of Ohlone College (Newark, CA). Previoudly, he taught courses in applied
statistics at Silicon Valley Polytechnic Institute and for the Silicon Valley ASQ Biomedical Division,
and he has tutored introductory statistics at Lone Star College (Kingwood, TX). He currently resides
near Houston, TX.

v1.01, August 19, 2018, Reasons for Coefficient of Determination, J. Zorich, www.johnzorich.com p. 8



Volume 9 » Number 3 - Summer 2018
Features
9 Reflecting on the Fruits of Active Learning
Kevth Nabb, Univeruty of Wiacomn- River Falls
12 Inve&tug.atmg the Corequisite Model for Remedial Mathematics
im, Beata Hebda, Jerry Graveman, and Piotr Hebda, University of
n Metonymy and Metaphor: How Language Can Impact Understand
ing of Mathematical Concepts (Part I} Michene | and Jessica
Enapp, Arzona State Universaty, Polytechne: Campus
28 Consuming, Participating, and Conducting Research in
Makowwski, The Ur o
36 Tactile Trigonometry: Improving Student Success with
3D-Printed Manipulatives Lee W. Singleton, Whatcom Community College
About the Cover 42 Mindset Matters: A Study with STEM Majors in a College
Pf«alculus Couma u Kavssee and Angela 7. Barkow
48 Reasons for Teaching and Using the Signed Coefficient of Deter
mination Instead of the Correlation Coefficient jonn N Zosich, Je
MathAMATYC Educator’s Departments
Staff Use It Now
Editor: Johanna Debrecht 5 A Tale of Heads and Tails
Morthe Michaet W ECker, Pennsyhvar vertity, Wilkes d
33 ‘lhe word\We Use and the Impact on S‘udmls Undmlanqu
K a by 4 'Whan Ki Lee, Queensbarough Community College
In the Spotlight
27 Featuring: Lee Singleton
Megan Bret-Goodwin, Ancka-Fams unity College
The Problem Section
18 Take the Challenge
Sean Simpion, Westct Cammunity Coliege
41 New and Im, ;:u'cm:d Cross Number Puu.ll.'
T Ralph Padgett, Westmareland ege
www.amatyc.org 1

Reasons for Teaching and Using the
Signed Coefficient of Determination
Instead of the Correlation Coefficient

John N. Zorich, Jr.
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Diaes the simple linear correlation cosfficient, typically
symbolized by » or ri, have meaning that is mathematically
rigorous? In other words, what does it mean when ane rvolue
is twice 05 large as another”? [oes it mean “twice as much
cormelation™ Does - measure or quantify the “sirength™ of
correlation? Can any of the definitions or formulas for the cor-
relation cocffickent help answer these questions?

Correlation Coefficient
Mathematical cosrelation and the simple linear correlation
coefficient became important parts of statsstical method nfter
their diseovery in |88 by Francis Galton (Walker, 1929). He
defined them by saymg that “iwo variable organs are said o
be co-related when the variation of the ome is accompanied on
the average by more or less variation of the sther™ (Galton,
|88, p. 135); he provided no mathematically rigaroes mean-
ing (i the sense provided in the introduction) for what he
called his “index of co-relation” (p. 143), which he symbal-
izedd by r, other than to say that it “messures the closeness of
co-relation™ (p. 145). As early as 1892, r came to be called the
“eoefficient of cormelation” {Edgewarth, 1892, p. 191) and was
then viewed {(incomectly) a8 a “proportion” (Edgewnrth, 1893,
p. £674).

The following is a chronological list of examgles of defi-
nitions that have been given for - since Galton's time; none of
these definitions help answer the questions posed previeusly:

= Y measures the cormespondence beiween devia-
tions. from their means of the two seres of ohser-
vations" (Bowley, 1901, p, 3203,

= “[r is the] amount of dependence one variable has
upon another™ (Baten, 1938, p. 170),

* “Iris the] degree of association between two vari-
ables” (Duncan, 1986, p 820),

* “|ris the] extent w which the scanergraph of the
relationship between two variables fits a straight
lime™ (Miles & Shevlin, 2001, p. 200, and

= “r] measures the strength .. of the linear rela-
tionship between two variables™ (Bluman, 2005,

p. 543).

Formulas for the Correlation Coethcient

There are many strikingly different looking but mathematically
identical formulas far the correlation coefficient (Symonds,
1926; Rogers & Nicewander, 1988). Although sonse of them
are useful for introducing novice students to the general con-
cepl of correlation (Lorich, 2007), none of them help answer
the questions initially posed. The following is a sampling of
such formulas,

In [H96, the first “hasic formula for estimating the corre-
lation coefficient had finally been presented” (Stigler, 1986, p.
3430 its presenter was Karl Pearson, That s why the correla-
tion coefficient has mosi ofien been defined as “Pearson’s #

covariance of ¥, ¥

Formula 1: Pearson's r =

\H varignee of X |( variance of ¥ ) '

Formulas 2, 3, and 4 have alse been used to define the
correlation cosfficient. For example, Formula 2 was used by
Yule in 19000(p. 538), Pormula 3 by Exekiel i 1930 {p. 115),
ard Formuln 4 by Dhixon and Massey in 1969 (p. 203). The
meanings of symbols wsed in these formulas are:

b, = the slape of the linear regression of ¥ on X,

by = the slope of the linear regression of Xon F,

8, = standard deviation of the X values,

&, = standard devintion of the ¥ values,

&y = the standard deviation of the values derived
from the linear regression equation at each X
value in an X, ¥data set (ie, ¥, = a + bX), and

(i Formulas 2 amd 3) takes its sign from
the slopes of the linear regressions.
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